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Abstract
MITL is a temporal logic that facilitates the verification of real-time systems by expressing the
critical timing constraints placed on these systems. MITL specifications can be checked against
system models expressed as networks of timed automata. A violation of an MITL specification
is then witnessed by a timed trace of the network, i.e., an execution consisting of both discrete
actions and real-valued delays between these actions. Finding and fixing the root cause of such a
violation requires significant manual effort since both discrete actions and real-time delays have to
be considered. In this paper, we present an automatic explanation method that eases this process by
computing the root causes for the violation of an MITL specification on the execution of a network
of timed automata. This method is based on newly developed definitions of counterfactual causality
tailored to networks of timed automata in the style of Halpern and Pearl’s actual causality. We
present and evaluate a prototype implementation that demonstrates the efficacy of our method on
several benchmarks from the literature.
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1 Introduction

Networks of timed automata are a popular formalism to model a wide range of real-time
systems such as automotive controllers [27, 49] and communication protocols [23, 39]. These
models can be automatically checked against specifications in Metric Interval Temporal
Logic (MITL) [4], a real-time extension of linear-time temporal logic that allows to constrain
temporal operators to non-singleton intervals over the real numbers. In case a network of
timed automata does not satisfy an MITL specification, a model-checking procedure will
return an execution of the network as a counterexample. Such an execution is defined by
discrete actions of the automata in the network and by real-valued delays that describe the
time that passes between the discrete actions. Hence, fixing an erroneous system requires
insight into both actions and delays that caused the violation on the given counterexample.

In this paper, we present an approach that facilitates this insight through counterfactual
explanations for the observed violation. Previous approaches for explaining real-time viola-
tions only consider safety properties [51] or only real-time delays without discrete actions [45],
and hence cannot provide a comprehensive insight for violations of unconstrained MITL
properties. Like related efforts for discrete systems [10, 20], we ground our explanation
method in the theory of actual causality as formalized by Halpern and Pearl [34, 35, 36] and
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(b) An execution of the network A1 || A2.

Figure 1 The network and its execution discussed as an illustrative example in Subsection 1.1.

identify the actions and delays that are actual causes for the violation of the specification on
the observed counterexample. This approach faces several new challenges when confronted
with real-time models expressed as networks of timed automata, instead of the previously
considered structural equation models [35], finite-state machines [20], and traces [10].

The first challenge pertains to the concept of interventions, which describe how the
observed counterexample is modified when hypothetical counterfactual executions are con-
sidered during the analysis. While previous results usually consider models where the set of
counterfactual scenarios is finite, modifying delays in executions of timed automata gives rise
to infinitely many counterfactual scenarios. Our main insight to solve this problem is based on
constructing networks of timed automata that model all such counterfactual executions, such
that checking a causal hypothesis or even synthesizing a cause from scratch can be realized
through model checking of these newly constructed automata. Actual causality in models
with infinitely many variables, each potentially having an infinite domain, is only starting
to be understood [37] and our results suggest that known techniques from timed automata
verification are partially transferable to this general theory, e.g., for cause computation.

A second challenge we face in networks of timed automata pertains to the concept
of contingencies. When two or more potential causes preempt each other, contingencies
allow to isolate the true, non-preempted cause from the others. In structural equations
models [33] and Coenen et al.’s definition for finite-state machines [20], this is realized by
extending the system dynamics with resets that set variables back to the value they had in
the actual, original scenario. Networks of timed automata have both local variables, i.e.,
component locations, and global variables such as clocks. We account for this by defining
two automata constructions that allow such resets through contingencies on the local level
by single components, as well as on the network level for global clock variables.

1.1 Illustrative Example
We discuss our approach for causal analysis with the example of a small network of timed
automata A1 || A2 consisting of two identical component automata as depicted in Figure 1a,
which we will also use as a running example throughout the paper. The two automata can
each switch between the two locations init and crit, but whenever they enter the location crit
with action β, they are required to stay there for exactly three time units. This is realized
through an initial reset of a global clock variable (x := 0) with the first β action and a
location invariant (x ≤ 3) in location crit, as well as a clock guard (x = 3) on the second β

action. We want to check the mutual exclusion property [0,∞)(¬crit1 ∨ ¬crit2) expressed in
MITL, which states that the two automata A1 and A2 are never both in location crit. It
is easy to see that this property is violated, e.g., by the execution depicted in Figure 1b.
This (simplified) execution is an infinite sequence of location labels constructed from delays
and discrete actions, where the ω-part is repeated infinitely often. For abbreviation, we
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Table 1 A contrastive overview of the four root causes on the execution in the illustrative example,
inferred using but-for causality and actual causality.

Ref. But-For Causes Actual Causes Intuitive Description

1 {(1.0, 1,A1)} {(1.0, 1,A1)} The first component did not wait.

2 {(2.0, 1,A2)} {(2.0, 1,A2)} The second component did not wait.

3 a: {(β, 1, A1), (β, 2, A1)}
b: {(β, 1, A1), (3.0, 2, A1)}

{(β, 1,A1)} The first component entered crit.

4 {(β, 1,A2)} {(β, 1,A2)} The second component entered crit.

place the delay values and actions on the same arrow, which means that the action above
the arrow is performed after delaying for as long as specified under the arrow. Both action
and location labels refer to a component automaton performing the action and being in a
location, respectively, through their index. The execution depicted in Figure 1b respects the
dynamics of the automata, e.g., exactly three time units pass between entering and leaving
crit. As we can see, Automaton 2 uses a β action less than three time units after Automaton
1, while the latter needs to stay in crit for exactly three time units.

We generate explanations through counterfactual reasoning: For instance, we can infer
that one cause of the violation above is that the second component waits only two time
units before entering crit by considering hypothetical executions with alternative delays at
this particular point, all else being the same. This relaxed model allows an execution where
the second component waits with entering the crit location until after the first component
has already left theirs, such that no violation occurs. Hence, we can infer the but-for cause
{(2.0, 1,A2)} which says that the first delay of 2.0 time units by component A2 is a root
cause for the violation. We measure delays locally on the component level and hence need to
add all global delays between actions of the second component as defined in the execution
above. Table 1 lists this cause (Cause 2) along with the other root causes inferred through
but-for causal analysis in the second column. Cause 1 expresses that the delay of component
A1 can similarly be set high enough that no violation occurs.

Cause 3 shows that the but-for counterfactual analysis is not always enough: With this
naïve criterion we cannot infer that the first β action of A1 is a cause for the violation
of the property on this execution, since changing it alone to, e.g., α, does not suffice to
avoid the violation. The second β then steps in to produce the same effect, which means
we are dealing with a preemption of potential causes. In the but-for causal analysis, we
consequently have to additionally intervene on the preempted causes to obtain executions to
avoid the effect. In this case, we can either additionally change the second β (Cause 3a), or
the second delay (Cause 3b – this way we can set the entering of crit to after component
A2 has already left). These larger causes are not desirable, because they do not only point
to the root of the issue. As a solution in such cases of preemption, Halpern and Pearl [35]
suggest contingencies, and Coenen et al. [20] have recently lifted this to finite-state machines
with infinite executions. Inspired by these efforts, we propose a contingency mechanism for
networks of timed automata that similarly allows us to infer the first β as the true cause in
the given scenario (Cause 3). This mechanism extends the network with contingency edges
that, e.g., allow the second β to move to the same location as in the original execution, i.e.,
to init. This then produces a witnessing counterfactual run that avoids the effect.
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1.2 Outline and Contributions
After recalling preliminaries in Section 2, we develop our definitions of counterfactual
causality in networks of timed automata (Section 3). We follow Halpern’s approach [34]
in first defining a notion of minimal but-for causality. Counterfactual reasoning is realized
through an automaton construction that allows to search for a witnessing intervention in the
infinite set of counterfactual runs through model checking. Inspired by Coenen et al. [20, 21],
we extend but-for causality through a construction of contingency automata, which model
contingencies on the local level of components as well as on the network level for global
variables such as clocks (Subsection 3.3), yielding a main building block for our definition
of actual causality. In Section 4, we present algorithms for computing and checking but-for
and actual causes. These algorithms exploit a property of both notions of causality that
we term cause monotonicity, which allows us to reduce the potential causes we need to
consider during computation. We have implemented a prototype of this algorithm and
report on its experimental evaluation in Section 5. We show that causes can be computed in
reasonable time and help in narrowing down the behavior responsible for an MITL violation.
To summarize, we make the following contributions:

We define and study the notions of but-for causality and actual causality in networks of
timed automata, for effects described by arbitrary MITL properties;
We propose an algorithm for computing these causes and study its theoretical complexity;
We report the results of a prototype implementation of this algorithm for automated
explanations of counterexamples in real-time model checking.

2 Preliminaries

We recall background on actual causality, timed automata as models of real-time systems,
and MITL as a temporal logic for specifying real-time properties.

2.1 Actual Causality
We recall Halpern’s modified version [33] of actual causality [35], which uses structural
equation models to define the causal dependencies of a system. Formally, a causal model
is a tuple M = (S,F) that consists of a signature S = (U ,V,R) and structural equations
F = {FX |X ∈ V}. The sets U and V define exogenous variables and endogenous variables,
respectively. The range R(Y ) specifies the possible values of each variable Y ∈ Y = U ∪V . A
structural equation FX ∈ F defines the value of an endogenous variable X ∈ V as a function
FX : (×Y ∈Y\{X}R(Y ))→ R(X) of the values of all other variables in U ∪V , without creating
cyclic dependencies in F . Therefore, the structural equations have a unique solution for a
given context u⃗ ∈ (×U∈U R(U)), i.e., a valuation for the variables in U . Actual causality
then defines whether a value assignment X⃗ = x⃗ causes φ, a conjunction of primitive events
Y = y for Y ∈ V, in a given context.

▶ Definition 1 (Halpern’s Version of Actual Causality [33]). X⃗ = x⃗ is an actual cause of φ in
(M, u⃗), if the following three conditions hold:
AC1. (M, u⃗) |= X⃗ = x⃗ and (M, u⃗) |= φ.
AC2. There is a contingency W⃗ ⊆ V with (M, u⃗) |= W⃗ = w⃗ and a setting x⃗′ for the variables

in X⃗ s.t. (M, u⃗) |= [X⃗ ← x⃗′, W⃗ ← w⃗]¬φ.
AC3. X⃗ is minimal, i.e., no strict subset of X⃗ satisfies AC1 and AC2.
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AC1 simply states that both the cause and the effect have to be satisfied in the given
context u⃗ and causal model M. AC2 appeals to an intervention X⃗ ← x⃗′ that overrides
the structural equations for all X⃗i ∈ X⃗ such that FX⃗i

= x⃗′
i. While the witness x⃗′ can be

chosen arbitrarily, the valuation w⃗ for the contingency variables W⃗ has to be the same as
in the original context. The contingency is applied after the intervention, and in this way
allows to reset certain variables to their original values, with the aim to infer more precise
causes in certain scenarios. Hence, AC2 requires that some intervention together with a
contingency avoids the effect, i.e., the resulting solution to the modified structural equations
falsifies at least one primitive event in φ. AC3 ensures that X⃗ = x⃗ is a concise description of
causal behavior by enforcing minimality. In particular, this ensures that for no variable the
valuation in x⃗′ (AC2) coincides with its original valuation in x⃗.

▶ Example 2. We recall a classic example of Suzy and Billy throwing rocks at a bottle [35].
We have the endogenous variables BT ,ST for Billy and Suzy throwing their rock, respectively.
BH ,SH signify that they hit, and BB encodes that the bottle breaks from a hit. BT and
ST directly depend on some nondeterministic exogenous variables, while the other structural
equations are BH = BT ∧ ¬ST , SH = ST and BB = BH ∨ SH , i.e., Suzy’s throw is
always faster than Billy’s. Hence, in the context where both throw their rock, we have
BT = ST = SH = BB = 1 and BH = 0. The intervention ST = 0 does not suffice to avoid
the effect, because the structural equations still evaluate to BB = 1 due to Billy’s throw. We
say Billy’s throw was preempted. We can pick the contingency BH = 0 from the original
evaluation as a contingency. This means we set both ST = 0 and BH = 0, the latter of which
“blocks” the influence of Billy’s throw, and obtain an evaluation where the effect disappears,
i.e., with BB = 0. Finally, only the event ST = 1 is in the cause.

2.2 Networks of Timed Automata

We use networks of timed automata [1] to model real-time systems. We fix a finite set AP
of atomic propositions and a finite set of actions Act. Given a set of real-valued clocks
X, a clock constraint is a conjunctive formula of atomic constraints of the form x ∼ n or
x− y ∼ n with x, y ∈ X, ∼∈{<,≤,=,≥, >}, and n ∈ N. The set of clock constraints over a
clock set X is denoted C(X). Then, a timed automaton is a tuple A = (Q, q0, X,E, I, L),
where Q is a finite set of locations, q0 ∈ Q is the initial location, X is a finite set of clocks,
E ⊆ (Q × C(X) × Act × U(X) × Q) is the edge relation, I : Q → C(X) is an invariant
assignment, and L : Q → 2AP is a labeling function. We consider a version of updatable timed
automata that can reset clocks to constants [16]. Hence, the set of clock updates U(X) is the
set of partial functions mapping clocks to natural numbers: U(X) = {U : X ⇀ N}. A clock
assignment for a set of clocks X is a function u : X → R≥0. u0 denotes the assignment where
all clocks are mapped to zero. We write u |= g if u satisfies a clock constraint g ∈ C(C),
u+ δ for the clock assignment that results from u after δ ∈ R≥0 time units have passed, i.e.,
(u+ δ)(x) = u(x) + δ, and u← U for the assignment that updates u in accordance with U ,
i.e., (u← U)(x) = U(x) if x ∈ dom(U) else (u← U)(x) = u(x).

▶ Definition 3 (Semantics of Timed Automata). The semantics of a timed automaton
A = (Q, q0, X,E, I, L) is defined by a transition system (Q × R|X|

≥0 ), (q0, u0),→), where →
contains:
delays: (q, u) δ−→ (q, u+ δ) iff δ ∈ R≥0 and (u+ δ′) |= I(q) for all 0 ≤ δ′ ≤ δ, and
actions: (q, u) α−→ (q′, u← U) iff (q, g, α, U, q′) ∈ E, u |= g, and (u← U) |= I(q′).



6 Counterfactual Explanations for MITL Violations

A run ρ = (q0, u0) δ1−→ α1−→ (q1, u1) δ2−→ α2−→ . . . of A is a sequence of alternating delay
and action transitions. The set Π(A) is the set of all runs of A. The trace π(ρ) =
⟨δρ

1 , α
ρ
1⟩⟨δ

ρ
2 , α

ρ
2⟩ . . . of a run ρ is the sequence of delay and action transitions. We sometimes

denote the elements of some run ρ or trace π at index i with qρ
i , δρ

i etc. We define the
accumulated delay as δ(i, j) =

∑
k=i,...,j δk and δ0 = 0. The signal σρ of the run ρ maps

time points to location labels: σρ(t) = {a | ∃i. a ∈ L(qi) ∧ δ(0, i) ≤ t < δ(0, i + 1)}. The
language L(A) is the set of all signals with a corresponding run of A. We use this left-closed
right-open interpretation of signals due to Maler et al. [50] because of its simplicity. It is
straightforward to extend our counterfactual analysis technique to other semantics, e.g.,
continuous time and point wise [4], or even to other logics with linear-time semantics, as
long as their model checking problem is decidable. Note that we make use of an intersection
operation ∩ for timed automata which intersects the actions, i.e., the edge label of the
automata. You may assume that the operation unifies the labels of the locations, but we
apply it such that only one operand automaton has location labels. This means that the
result of A1 ∩A2 is not (singal-based) language intersection in the classical sense, i.e., we do
not have L(A1 ∩ A2) = L(A1) ∩ L(A2).

▶ Definition 4 (Network of Timed Automata). A network of timed automata A1 || . . . || An

is constructed through parallel composition. Let Ai = (Qi, li0, X,E
i, Ii, Li) for all 1 ≤ i ≤ n

with a common set of global clocks X. The network A1 || . . . || An is defined by the automaton
A = (Q, q0, X,E, I, L), where the locations are the Cartesian product Q = Q1 × . . . × Qn,
with the initial state qn

0 = (q1
0 , . . . , q

n
0 ), the invariants are combined as I(q⃗ ) =

∧
1≤i≤n I

i(qi),
and the labels are unified as L(q) =

⋃
1≤i≤n L

i(qi). The edge relation E contains two types:

internal:
(
q⃗, g, ⟨Ai,Ai, α⟩, U, q⃗ [q′

i/qi]
)

iff (qi, g, α, U, q
′
i) ∈ Ei, and

synchronized:
(
q⃗, gi ∧ gj , ⟨Ai,Aj , α⟩, Ui ∪ Uj , q⃗ [q′

i/qi, q
′
j/qj ]

)
iff i ̸= j, (qi, gi, α, U, q

′
i) ∈ Ei,

and (qj , gj , ᾱ, U, q
′
j) ∈ Ej.

Hence, we do explicitly identify the component automata participating in action transitions
by constructing tuples containing actions and automata handles. This is for technical
convenience in later constructions, and we define a predicate to check whether an automaton
participates in an action transition as participates(Ai, ⟨Aj ,Ak, α⟩) := (i = j) ∨ (i = k), as
well as a partial function for accessing the original action as action(Ai, ⟨Aj ,Ak, α⟩) = α iff
i = j and action(Ai, ⟨Aj ,Ak, α⟩) = ᾱ iff i = k.

2.3 Metric Interval Temporal Logic
We use Metric Interval Temporal Logic (MITL) [4] for defining real-time properties such
as system specifications and effects. The syntax of MITL formulas over a set of atomic
propositions AP is defined by ϕ := p | ¬ϕ | ϕ ∧ ϕ | ϕ UI ϕ, where p ∈ AP and I is a
non-singleton interval of the form [a, b], (a, b], [a, b), (a, b), (a,∞), or [a,∞) with a, b ∈ N and
a < b. We also consider the usual derived Boolean and temporal operators ( I ϕ := ⊤ UI ϕ,

I ϕ := ¬ I ¬ϕ, ϕ U ψ := ϕ U [0,∞) ψ, ϕ := [0,∞) ϕ, and ϕ := [0,∞) ϕ).
The semantics of MITL is defined inductively with respect to a signal σ : R≥0 → 2AP and a
timepoint t ∈ R≥0.

σ, t |= p iff p ∈ σ(t)
σ, t |= ¬ϕ iff σ, t ̸|= ϕ

σ, t |= ϕ ∧ ψ iff σ, t |= ϕ and σ, t |= ψ

σ, t |= ϕ UI ψ iff ∃t′ > t. t′ − t ∈ I, σ, t′ |= ψ and ∀t′′ ∈ (t, t′). σ, t′′ |= ϕ



B. Finkbeiner, F. Jahn, and J. Siber 7

A run ρ satisfies an MITL formula ϕ, iff σ(ρ), 0 |= ϕ. A timed automaton A satisfies ϕ, iff
all of its runs satisfy ϕ. We write ρ |= ϕ and A |= ϕ, respectively.

3 Counterfactual Causality in Real-Time Systems

In this section, we develop two notions of counterfactual causality in real-time systems. We
first define our language for describing causes and how they define interventions on timed
traces (Subsection 3.1). We then start with a simple notion of but-for causality in networks
of timed automata based on interventions without contingencies (Subsection 3.2). Afterward,
we outline how to model contingencies in a timed automaton (Subsection 3.3) and use them
to define actual causes, in the sense of Halpern and Pearl (cf. Subsection 2.1). Note that the
proofs of all nontrivial statements of this section are in Appendix A.

3.1 Interventions on Timed Traces
We describe actual causes as finite sets of events. Events have two distinct types such that
they either refer to an action or a delay transition in a given run.

▶ Definition 5 (Event). A delay event is a tuple (δ, i) ∈ R≥0 × N and an action event is a
tuple (α, i) ∈ Act× N. The sets of all delay and action events are denoted as DE and AE,
respectively. The set of all events is E = DE ∪̇AE. For a trace π, the set of events on π is
defined as Eπ = {(απ

i , i) | i ∈ N>0} ∪ {(δπ
i , i) | i ∈ N>0}.

When we describe a cause as a set of events, we are mainly interested in the counterfactual
runs obtained by modifying the events contained in the cause. In the style of Halpern and
Pearl, we call such modifications interventions. If the actual run is given in a finite, lasso-
shaped form and the cause is a finite set of events, these interventions can be described by a
timed automaton that follows the dynamics of the actual trace, except for events that appear
in the cause. For these events, the behavior is relaxed to allow arbitrary alternative actions
or delays. We call a run ρ lasso-shaped if it can be composed of a (possibly empty) prefix
and an infinitely occurring loop, i.e., if it is of the form

ρ = (q0, u0) . . .
(
(qn, un) . . . (qp−1, up−1) δp−→ αp−−→

)ω
,

where the ω-part is repeated infinitely often. Note that strictly speaking, a lasso-shaped
trace as defined here does not exists for all models that violate an MITL property, because
clock valuations are not guaranteed to stabilize in some infinitely-repeating loop un . . . up−1.
We use the valuations to reset clock values in our contingency construction that will be
introduced in Subsection 3.3. This construction may be generalized by considering clock
regions or zones [14] instead of the valuations. This requires defining the resets in the
contingency automaton accordingly.

In this paper, we simplify by assuming the existence of a lasso-shaped run as defined
above. In general, we can further assume the clocks to be assigned to values in Q, as timed
automata do not distinguish between the real and rational numbers [3]. For a lasso-shaped
run ρ as described above, we define a function to access the successor index of an action as
dstρ : {1, . . . , p} 7→ {0, . . . , p− 1} with dstρ(k) = k if k ̸= p and dstρ(p) = n else. We define
the length of the run ρ as |ρ| = p. The functions dstπ and |π| are defined analogously for the
trace of a lasso-shaped run. We are now ready to define the automaton modelling traces
with interventions.
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(δπ
i , i) /∈ C (απ

i , i) /∈ C(
i− 1, d = δπ

i , α
π
i , d := 0, dstπ(i)

)
∈ E

(δπ
i , i) ∈ C (απ

i , i) /∈ C(
i− 1,⊤, απ

i , d := 0, dstπ(i)
)
∈ E

(δπ
i , i) /∈ C (απ

i , i) ∈ C β ∈ Act(
i− 1, d = δπ

i , β, d := 0, dstπ(i)
)
∈ E

(δπ
i , i) ∈ C (απ

i , i) ∈ C β ∈ Act(
i− 1,⊤, β, d := 0, dstπ(i)

)
∈ E

Figure 2 Rules defining the edge relation E of the counterfactual trace automaton AC
π.

▶ Definition 6 (Counterfactual Trace Automaton). Let π be a lasso-shaped trace over the set
of actions Act and let C ⊆ Eπ be a finite set of events. The counterfactual trace automaton of
trace π for the set of events C is defined as AC

π := (Q, q0, X,E, I, L) with Q := {0, . . . , |π|−1},
q0 := 0, X := {d}. The transition relation E is defined by the following rules depicted in
Figure 2, we have L(q) = ∅ for all q ∈ Q, and

I(q) :=
{
d ≤ δπ

q+1, if (δπ
q+1, q + 1) ̸∈ C

⊤, otherwise.

The main idea of the counterfactual automaton AC
π is to follow the actions and delays

of the original run for all events that are not in the event set C, and allow arbitrary action
and delays for events in C. Hence, AC

π modifies the trace of ρ, i.e., the sequence of action
and delay events. Subsequently, we will combine a local AC

π with the dynamics of the
original components to obtain full counterfactual runs of a network of timed automata. The
interventions on actions and delays are captured by the rules that define the transition
relation and are listed in Figure 2, which treat the different combination of events that may
or may not be in the cause at a specific index i. Crucially, the automaton AC

π then captures
not just a single concrete intervention on the events in C with respect to the run ρ, such as
a modified trace with a specific alternative delay deviating from the actual trace, but all
(possibly infinitely many) interventions on the events, i.e., it contains all traces with possibly
varying actions and delays at specific indices.

▶ Example 7. For the trace π = ⟨1.0, β⟩⟨3.0, β⟩(⟨2.0, α⟩)ω and the set of events C =
{(β, 1), (3.0, 2)}, we depict the counterfactual trace automaton AC

π in Figure 3. For the first
action and the second delay, arbitrary interventions are allowed, all other action and delay
events are enforced to be as in π.

3.2 But-For Causality in Networks of Timed Automata
We now use the construction from the previous section to define counterfactual causes for
MITL-expressible effects on runs of networks of timed automata. In practice, an effect ϕ
may be the violation of a specification ψ, such that the effect corresponds to the negation of
the specification: ϕ ≡ ¬ψ. The main idea of our definition is to isolate the local traces of the

d ≤ 1 d ≤ 2
{α, β}, d = 1 β, ⊤ α, d = 2

d := 0d := 0 d := 0

Figure 3 Counterfactual trace automaton AC
π.
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component automata, and then construct a counterfactual trace automaton (cf. Definition 6)
for each component, where the former intervenes on the events in a given cause that refer
to the specific component. Afterward, each counterfactual trace automaton is intersected
with its corresponding component automaton, and the network of all these intersections
describes the counterfactual runs after intervention. To apply interventions locally, we start
by defining the local projections of a run in a network of timed automata.

▶ Definition 8 (Local Projection). For a network An = A1 || . . . || An and one of its runs
ρ, we denote {j1, . . . , jl} := { j ∈ N | participates(Ai, α

ρ
j )} as the the event points of some

component automaton Ai, whereby we let j1 < . . . < jl. Then the local projection ρ(Ai) of
the component automaton Ai is defined as the trace ρ(Ai) := ⟨δ1, α1⟩⟨δ2, α2⟩ . . ., in which

α
ρ(Ai)
k := action(Ai, α

ρ
jk

) for all k = 1, 2, . . ., i.e., the identity of the actions is preserved;
δ

ρ(Ai)
k = Σx=jk−1+1,...,jk

δρ
x for all k = 1, 2, . . . and with j0 := 1, i.e., the delays in the

local projection are the cumulative delays between two actions of the automaton in the
global run of the network.

Furthermore, we denote with locations(ρ,Ai) := (qρ
0)i, (qρ

j1
)i, (qρ

j2
)i, . . . the sequence of local

locations, i.e., the projection to the i-th component of the network location. We define the
localization function as localize(ρ,An) := (ρ(A1), . . . , ρ(An)).

Note that the local projection as defined here differs fundamentally from local runs as
defined for the local time semantics of timed automata [12], as the clocks still advance globally
at the same speed. However, by conducting counterfactual interventions on the delays in a
local projection of a run, we are able to change the order of transitions, which is not possible
by interacting with delays in the global run of the network. It should also be noted that even
if the global run ρ is infinite, the local projections may still turn out to be finite because the
transitions occurring infinitely often may stem from a subset of the automata.

▶ Example 9. For the run ρ from Subsection 1.1, the first local projection ρ(A1) is exactly
the trace π considered in Example 7 and locations(ρ,A1) = init, crit, (init)ω as the sequence of
local locations. The second local projection ρ(A2) is the finite trace ρ(A2) = ⟨2.0, β⟩⟨3.0, β⟩.

It is worth pointing out that every global run induces well-defined local projections,
however, the tuple localize(ρ,A) of local traces may have multiple associated global runs.
This stems from nondeterminism in the order of actions happening at the same timepoint.
In essence, we treat the scheduler’s decisions in such a situation as nondeterministic, and
allow different resolution of this nondeterminism in counterfactual runs of the network.

▶ Proposition 10. The localization function is not injective: There exists a network A and
two runs ρ ̸= ρ′ such that localize(ρ,A) = localize(ρ′,A).

Since we want to apply the construction of the counterfactual trace automaton locally to
every component, we lift the definition of events from traces to (network) runs, such that the
events of a network run are the union of events on local projections of the run.

▶ Definition 11 (Events of a Network Run). Given a run ρ of a network A1 || . . . || An, we
define the set of associated events as

Eρ := { (e, i,Ak) | (e, i) ∈ Eρ(Ak) for some component 1 ≤ k ≤ n } .

We lift the set of all events to a network An and define it as E(An) = {(e, i,Ak) | (e, i) ∈
E ∧ 1 ≤ k ≤ n} and say a run ρ satisfies a set of events C ⊆ E(An), denoted ρ |= C, if C is a
subset of the events on ρ, i.e., if C ⊆ Eρ. We further define an operator to filter for events of
a specific component k: C|k := {(e, i) | (e, i,Ak) ∈ C}.
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Note that Eρ(Ak) contains both action events as well as locally projected delay events.
Hence, when we speak about the events on a network run we talk about the actions of the
respective component automata (identified through the third position in the event tuple), as
well as about the time between these actions of a component automaton (i.e., the cumulative
delays between two actions of a component). These events are the atomic building blocks
of our counterfactual expalantions. With this at hand we can define our first notion of
counterfactual causality based on allowing arbitrary alternatives for all the events appearing
in a hypothetical cause. The corresponding notion for structural equation models was termed
but-for causality by Halpern [34], so we adopt the same name here. Crucially, in our setting
with networks of timed automata, the alternative delays and events are realized with respect
to the local projections of the network run, such that an alternative delay can change the
order of actions emerging in different component automata.

▶ Definition 12 (But-For Causality in Real-Time Systems). Let A1 || . . . || An be a network of
timed automata and ρ a run of the network. A set of events C ⊆ E(An) is a but-for cause for
ϕ in ρ of A, if the following three conditions hold:
SAT ρ |= C and ρ |= ϕ, i.e., cause and effect are satisfied by the actual run.
CFBF There is an intervention on the events in C s.t. the resulting run avoids the effect ϕ,

i.e., we have
(A1 ∩ AC|1

ρ(A1)) || . . . || (An ∩ AC|n

ρ(An)) ̸|= ϕ .

MIN C is minimal, i.e., no strict subset of C satisfies SAT and CFBF.

▶ Example 13. Consider again the system and run from Subsection 1.1, and the cause
C = {(β, 1,A1), (β, 2,A1)}, i.e., the two β-actions of the first component (Cause 3a). SAT
is satisfied, since the effect ¬ [0,∞)(¬crit1 ∨ ¬crit2), i.e., the negation of the MITL spe-
cification is satisfied and the local projection of A1 is ρ(A1) = ⟨1.0, β⟩⟨3.0, β⟩(⟨2.0, α⟩)ω.
For CFBF, consider that the network run emerging from setting A1’s local projection to
⟨1.0, α⟩⟨3.0, α⟩(⟨2.0, α⟩)ω does not violate the specification since the first component never
enters crit1. To see that C also satisfies MIN consider its two singleton subsets. Setting the
alternative α for either of the actions alone does not suffice to avoid the effect due to the
temporal ordering of the β-actions, e.g., when intervening only on the first β, then the second
β enters crit1 while the second component is also in its critical section, hence the effect is
still present. Similarly, we can show {2.0, 1,A2}, i.e., the first delay of the second component
(Cause 2), as well as all the other but-for causes from Table 1 to be but-for causes for ϕ in ρ.

Besides this intuitive example, we can prove several sanity properties about but-for
causality. These properties concern the existence and identity of causes in certain distinctive
cases. First up, we show that the existence of a but-for cause is guaranteed as long as a
system run avoiding the effect exists.

▶ Proposition 14. Given an effect ϕ and a network of timed automata An = A1 || . . . || An,
then for every run ρ of the network in which ϕ appears, there is a but-for cause for ϕ in ρ of
An, if and only if there exists a run ρ′ of the network with ρ′ ̸|= ϕ.

Next, we consider the case where there is nondeterminism on the actual run, i.e., when
there is another run with the same trace, that does no satisfy the effect. In this case, our
definition returns the empty set as a unique actual cause.

▶ Proposition 15. Given an effect ϕ and a network of timed automata An, ∅ is the (unique)
but-for cause for an effect ϕ on a run ρ of An, if and only if there exists a run η of An

with localize(ρ,An) = localize(η,An) and η ̸|= ϕ, i.e., a run with the same local traces as the
actual run, that does, however, not satisfy the effect.
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From a philosophical point of view, the empty set is a desirable verdict: It conveys that
the smallest change necessary to avoid the effect does not consist of any changes of delay or
action events, instead simply an alternative resolution of the underlying nondeterminism of
this trace suffices to obtain a witnessing counterfactual run. Also from a practical perspective,
it is helpful to know that the empty set gets returned only in this distinguishable scenario.

3.3 Contingencies in Networks of Timed Automata
Actual causality employs a contingency mechanism to isolate the true cause in the case of
preemption. The key idea of contingencies to overcome this preemption is to reset certain
propositions in counterfactual executions to their value as it is in the actual world. Coenen et
al. [20] have outlined how to model contingencies for lasso-shaped traces of a Moore machine.
We now describe a construction that applies this idea to networks of timed automata. The
central idea is that the state resets resulting from applying a contingency now do not only
reset the discrete machine state, but the clock assignment and the location of the timed
automaton, i.e., the full underlying state. However, a central issue in networks of timed
automata is that clocks are global variables shared by all component automata of the network,
while the location is a local attribute of single components. We respect this dichotomy by
allowing location contingencies only by actions of the corresponding component automaton
and clock contingencies by any action in the global network. This is realized by two automata
constructions, i.e., a local one applied to all component automata (for resetting locations)
and a global one applied to the full network (for resetting clocks). In both cases, we model
the behavior as an updatable timed automaton, as we outline in the following.

▶ Definition 16 (Location Contingency Automaton). Let ρ be a lasso-shaped run of a network
and the timed automaton A = (Q, q0, X,E, I, L) a component of this network. The location
contingency automaton of A and ρ is defined as Aloc(ρ) := (Q′, q′

0, X,E
′, I ′, L′) with Q′ :=

Q × {0, . . . , |locations(ρ,A)| − 1}, q′
0 := ⟨q0, 0⟩, I ′(⟨q, i⟩) := I(q), L′(⟨q, i⟩) := L(q), and E′

is defined as follows, where π = localize(ρ,A).

(q, g, α, U, q′) ∈ E i = 1, . . . , |ρ|
(⟨q, i− 1⟩, g, α, U, ⟨q′, dstπ(i)⟩) ∈ E′

(q, g, α, U, q′) ∈ E i = 1, . . . , |ρ|
(⟨q, i− 1⟩, g, α, U, ⟨qπ

j , dstπ(i)⟩) ∈ E′

The location contingency automaton Aloc
ρ hence consists of copies of the original system, one

for each position in the lasso-shaped local projection π. With an action transition, it moves
from one copy into the next, either following the edge (q, g, α, U, q′) of the original system
(left rule in Definition 16) or moving to the same location qπ

j as present in π at the respective
position dstπ(i) by applying a contingency (right rule in Definition 16). Note that after the
end of the loop in the lasso-shaped projection, the transitions are redirected to the copy
corresponding to the initial position of the loop by the definition of the function dstπ. The
same principle can now also be applied to global variables. In our setting, this only concerns
clocks, but the following definition of the clock contingency automaton can be generalized to
all global variables such as integers, if these are included in the system model.

▶ Definition 17 (Clock Contingency Automaton). Let ρ be a lasso-shaped run of a timed
automaton A = (Q, q0, X,E, I, L). The clock contingency automaton of A and ρ is defined as
Aclk(ρ) := (Q′, q′

0, X,E
′, I ′, L′) with Q′ := Q×{0, . . . , |ρ|− 1}, q′

0 := ⟨q0, 0⟩, I ′(⟨q, i⟩) := I(q),
L′(⟨q, i⟩) := L(q), and E′ is defined as follows.

(q, g, α, U, q′) ∈ E i = 1, . . . , |ρ|
(⟨q, i− 1⟩, g, α, U, ⟨q′, dstρ(i)⟩) ∈ E′

(q, g, α, U, q′) ∈ E i = 1, . . . , |ρ|
(⟨q, i− 1⟩, g, α, uρ

j , ⟨q
′, dstρ(i)⟩) ∈ E′
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Note that strictly speaking we have defined clock updates to values in Q, instead of N
as considered in classic decidability results. It is, however, straightforward to scale these
values to the natural numbers [3]. Clearly, the signals modeled by the contingency automata
subsume the ones by the original automaton, because it is possible to simply never invoke a
contingency and, hence, always follow the dynamics of the original system.

▶ Proposition 18. For all timed automata A and runs ρ of A, we have that the languages of
the contingency automata subsume the language of the original automaton: L(Aloc

ρ ) ⊇ L(A)
and L(Aclk

ρ ) ⊇ L(A).

▶ Definition 19 (Actual Causality in Real-Time Systems). Let A1 || . . . || An be a network of
timed automata and ρ a run of the network. A set of events C ⊆ E(An) is an actual cause
for ϕ in ρ of A, if the following three conditions hold:
SAT ρ |= C and ρ |= ϕ, i.e., cause and effect are satisfied by the actual run.
CFAct There is an intervention on the events in C and a location and clock contingency

(denoted by loc(ρ) and clk(ρ) resp.) s.t. the resulting run avoids the effect ϕ, i.e., we have(
(Aloc(ρ)

1 ∩ AC|1
ρ(A1)) || . . . || (A

loc(ρ)
n ∩ AC|n

ρ(An))
)clk(ρ) ̸|= ϕ .

MIN C is minimal, i.e., no strict subset of C satisfies SAT and CFAct.

▶ Example 20. Consider the but-for cause C = {(β, 1,A1), (β, 2,A1)} from Example 13.
This C is not an actual cause because it does not satisfy the MIN condition of Definition 19:
The subset C′ = {(β, 1,A1)} satisfies SAT and CFAct. For CFAct we can use contingencies to
neutralize the effect of the second β in the local projection ρ(A1) = ⟨1.0, β⟩⟨3.0, β⟩(⟨2.0, α⟩)ω.
Since this action moves to init in the original run (cf. Subsection 1.1), it can also move to
this location in the contingency automaton Aloc(ρ)

1 . Hence we find an intervention (setting
⟨1.0,β⟩ to ⟨1.0,α⟩) and a contingency (setting the target location of ⟨3.0, β⟩ to init) that
avoid the effect together. A more detailed construction of the contingency automaton is
given in Appendix C. In fact, C′ = {(β, 1,A1)} is an actual cause (Cause 3) since additionally
to SAT and CFAct it also satisfies MIN – the empty set does not satisfy CFAct. Again, also
all the other actual causes from Table 1 can be shown to fulfill our definition.

▶ Remark 21. Note that as a consequence of Proposition 18, the statements regarding the
existence and identity of causes as proven in Propositions 14 and 15 can be lifted to actual
causality, but require replacing the original networks in the equivalence statements by the
contingency automata construction used in CFAct (cf. Definition 19).

4 Computing Counterfactual Causes

In this section, we develop algorithms for computing but-for and actual causes for any MITL
effect. Proofs and further details related to this section can be found in Appendix B. We
only explicitly present the algorithm for but-for causes; for actual causes the central model
checking query needs to be substituted (cf. Definition 19, Lines 4 and 10 in Algorithm 1).

In principle, the algorithms are based on enumerating all candidate causes. However, we
can speed up this process significantly by utilizing what we term the monotonicity of causes.

▶ Lemma 22 (Cause Monotonicity). For every network of timed automaton A, run ρ, and
effect ϕ, we have that
1. if a set of events C fulfills SAT also every subset C′ ⊆ C fulfills SAT.
2. if a set of events C fulfills CFBF (fulfills CFAct) also every superset C′ ⊇ C fulfills

CFBF (fulfills CFAct).
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Algorithm 1 Compute But-For Causes

Input: network A = A1 || . . . || An, run ρ of A satisfying effect ϕ, i.e. ρ |= ϕ

Output: set of all but-for causes for ϕ in ρ of A
1 Ress := {}, Resl := {}, Power := P(Eρ)
2 for i = 0, 1, 2, . . . , |Eρ|

2 do
3 for C ∈ Power with |C| = i: do
4 if (A1 ∩ AC|1

ρ(A1)) || . . . || (An ∩ AC|n

ρ(An)) ̸|= ϕ then // cause found?
5 Ress := Ress ∪ C
6 Power := {C′ ∈ Power | C ̸⊆ C′}; // remove all supersets
7 end
8 end
9 for C ∈ Power with |C| = |Eρ|

2 − i: do
10 if (A1 ∩ AC|1

ρ(A1)) || . . . || (An ∩ AC|n

ρ(An)) ̸|= ϕ then // cause found?
11 Resl := Resl ∪ C
12 else
13 Power := {C′ ∈ Power | C′ ̸⊆ C}; // remove all subsets
14 end
15 end
16 end
17 return Ress ∪ {C ∈ Resl | ¬∃ C′ ⊊ C. C′ ∈ Ress ∪Resl}; // filter Resl for MIN

The second monotonicity property enables efficient checking of the MIN condition, as it
suffices to check only the subsets with one element less instead of checking all subsets of a
potential cause. For the computation of causes on a given run ρ, a naive approach could
now simply enumerate all elements of P(Eρ), that is, all subsets of the all events Eρ on ρ,
and check whether they form a cause. By further exploiting monotonicity properties, we can
find a more efficient enumeration significantly accelerating the computation of causes. The
key idea is to enumerate through the powerset P(Eρ) simultaneously from below (starting
with the empty cause and then causes of increasing size) and above (starting with the full
cause and then causes of decreasing size). This then allows to exclude certain parts of the
powerset from the computation in two ways: First, when finding a set of events C fulfilling
CFBF, we can exclude all of its supersets as we know that they cannot satisfy MIN. Second,
when finding a set of events C not fulfilling CFBF, we can exclude all of its subsets as
the monotonicity of CFBF implies that C′ ⊆ C will neither fulfill CFBF. This idea of the
simultaneous enumeration of P(Eρ) is implemented in Algorithm 1.

▶ Theorem 23. Algorithm 1 is sound and complete, i.e., it terminates with

Compute But-For Causes(A, ρ, ϕ) = { C | C is a but-for cause for ϕ in ρ of A} ,

for all networks A = A1 || . . . || An and runs ρ of A satisfying an effect ϕ.

While it is clear that our algorithm requires to solve several model checking problems
for the effect ϕ, we can show that we cannot do better: Model checking some formula ϕ

can be encoded as a cause checking problem. Hence, asymptotically, cause checking and
computation scale similar to MITL model checking for the formula φ.

▶ Theorem 24. Checking and computing causes for an effect ϕ on the run ρ in a network of
timed automata A is EXPSPACE(ϕ)-complete.
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Table 2 Experimental results. n: number of automata in the network; |ρ|: run length; |Eρ|:
number of events on the run; #C: number of but-for/actual causes; |C|: average but-for/actual
cause size; t: runtime for computing but-for/actual causes

Instance n |ρ| |Eρ| #CBF #CAct |CBF | |CAct| tBF tAct

Run. Ex. 2 5
6

11
16

6
10

5
7

1.83
3.2

1.2
2

5.67s
88.2s

5.42s
128.8s

Run. Ex. 3 5
7

11
16

6
6

5
6

1.83
1.5

1.2
1.17

5.70s
55.0s

5.53s
78.6s

Run. Ex. 4 9 19 8 7 1.625 1.14 279.3s 331.8s

Fischer 2 4
7

12
20

2
5

2
5

1
1.2

1
1.2

2.37s
273.1s

9.73s
1499s

Fischer 3 5
7

14
20

2
5

2
5

1
1.2

1
1.2

3.40s
283.6s

16.9s
1516s

Fischer 4 6
7

16
20

2
5

2
5

1
1.2

1
1.2

4.58s
295.3s

28.8s
1535s

Note that this discussion on the complexity with respect to the size of the effect abstracts
away from the, e.g., the length of the counterexample, which contributes polynomially to
cause checking and exponentially to cause computation since we need to check all subsets
of events. In practice, we have observed that the bidirectional enumeration of the powerset
realized in Algorithm 1 significantly speeds up the compuation of causes.

5 Experimental Evaluation

We have implemented a prototype in Python.1 For model checking networks of timed
automata, we use Uppaal [13] and the library PyUppaal [55]. Our tool can check and
compute causes for effects in the fragment of MITL that is supported by the Uppaal
verification suite. We conducted experiments on the running example of this paper, as well as
on Fischer’s protocol, a popular benchmark for real-time model checking. The experiments
were run on a MacBook Pro with an Apple M3 Max and 64GB of memory. The results can
be found in Table 2. For the running example, the tool found exactly the causes depicted in
Table 1; for Fischer’s protocol, we report details in Appendix D. The computed causes narrow
down the responsible behavior on a given execution, with the average size of the causes
between 1 and 3.2 on execution with a large number of events (|Eρ|). Using contingencies
does result in smaller causes (cf. Avg. |CBF | vs. |CAct |) on the running example. This is
not the case for Fischer’s protocol, where but-for and actual causes are identical. These
findings suggest some directions for optimization, since computing but-for causes is more
efficient than computing actual causes. Since the latter are always subsets of the former, it
may be sensible to first compute but-for causes and then refine them by taking into account
contingencies. Further, the times in Table 2 refer to the time to compute all causes. Hence,
the performance in practical applications may be improved by iteratively presenting the user
with (but-for or actual) causes that have already been found during the execution.

1 Our prototype and benchmarks are available on GitHub [43].
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6 Related Work

Providing explanatory insight into why a system does not satisfy a specification has been
of growing interest in the verification community: Baier et al. [6] provide a recent and
detailed survey. Most works focus on discrete systems and perform error localization in
executions [9, 31, 58, 44] or by identifying responsible components [57, 29, 28, 59, 32, 5]. There
are also several works on program slicing for analyzing dependencies between different parts
of a program [60, 41, 38]. The concepts of vacuity and coverage can be used to gain causal
insight also in the case of a successful verification [11, 8, 42, 18]. There are several recent
works that take a state-based view of responsibility allocation in transition systems [7, 52], but
they do not consider infinite state systems where such an approach is not directly applicable.
There are several works [53, 21, 26] that use a notion of distance defined by similarity relations
in the counterfactual tradition of Lewis [48]. These are more closely related to our work since
the minimality criterion in our definitions of but-for and actual causality can be interpreted
as a similarity relation [26]. Like this paper, a range of works has been inspired by Halpern
and Pearl’s actual causality for generating explanations [10, 22, 32, 20, 47, 56, 15]. Our
contingency automata constructions are particularly inspired by Coenen et al. [20, 21]. There
is a growing interest in counterfactual causality in models with infinitely many variables
or infinite domains [26, 37]. In the latter work, Halpern and Peters provide an axiomatic
account for counterfactual causes in such (structural equation) models, where variables are
further allowed to have infinite ranges. Our results suggest that fragments of structural
equation models related to networks of timed automata as studied here may be particularly
amenable to cause computation. A correspondence between these modeling formalisms has
already been pointed out by the same authors [54], albeit to the even more expressive hybrid
automata [2] that subsume timed automata. For real-time systems, Dierks et al. develop an
automated abstraction refinement technique [19] for timed automata based on considering
causal relationships [24]. Wang et al. introduce a framework for the causal analysis of
component-based real-time systems [59]. Kölbl et al. follow a similar direction and propose
a repairing technique of timed systems focusing on static clock bounds [46]. In a further
contribution, they consider the delay values of timed systems to compute causal delay values
and ranges in traces violating reachability properties [45]. Mari et al. propose an explanation
technique for the violation of safety properties in real-time systems [51], their approach is
based on their corresponding work on explaining discrete systems [30]. Hence, in the domain
of real-time systems ours is the first technique to consider arbitrary MITL properties, i.e.,
safety and liveness, as effects, together with both actions and real-time delays as causes.

7 Conclusion

Based on the seminal works of Halpern and Pearl, we have proposed notions of but-for and
actual causality for networks of timed automata, which define counterfactual explanations for
violations of MITL specifications. Our definitions rely on the idea of counterfactual automata
that represent infinitely many possible counterfactual executions. We then leveraged results
on real-time model checking for algorithms that check and compute but-for and counterfactual
causes, demonstrating with a prototype that our explanations significantly narrow down
the root causes in counterexamples of MITL properties. Interesting directions of future
work are to study symbolic causes [47, 21, 25] in real-time system, i.e., to consider real-time
properties specified in MITL or an event-based logic as causes [47, 17], and to develop tools
for visualizing [40] counterfactual explanations in networks of timed automata.
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A Proofs of Section 3

▶ Proposition 14. Given an effect ϕ and a network of timed automata An = A1 || . . . || An,
then for every run ρ of the network in which ϕ appears, there is a but-for cause for ϕ in ρ of
An, if and only if there exists a run ρ′ of the network with ρ′ ̸|= ϕ.

Proof. Let ρ be a run of such a network with ρ |= ϕ. We show both direction of the
equivalence separately.

“⇒”: Assume there is a but-for cause C for ϕ in ρ of A. From CFBF, we know that there ex-
ists a run ρ′ ∈ Π

(
(A1∩AC|1

ρ(A1)) || . . . || (An∩AC|n

ρ(An))
)

such that ρ′ ̸|= ϕ. Since the components
of the network are built from (trace) intersections, is easy to see that Π(Ai∩AC

ρ(Ai)) ⊆ Π(Ai)
for all components 1 ≤ i ≤ n. From the semantics of the network based on parallel composi-
tion, it follows that Π

(
(A1 ∩ AC|1

ρ(A1)) || . . . || (An ∩ AC|n

ρ(An))
)
⊆ Π(A1 || . . . || An), from which

this direction of the claim immediately follows.

“⇐”: Let ρ′ be a run of the network A1 || . . . || An with ρ′ ̸|= ϕ. We show that the set
of events Eρ, i.e., the set of all events appearing on the path ρ, fulfills the SAT and the
CFBF condition: From our initial assumption, it follows that ρ |= ϕ and from the definition
of Eρ we have ρ |= Eρ, hence the SAT condition is fulfilled. From the definition of the
counterfactual trace automaton, it follows that the language AEρ|i

ρ(Ai) of every component
i describes all possible traces, i.e., arbitrary orderings of actions, with arbitrary delays,
over the alphabet of actions Act. From this we can deduce that the runs of the network
under arbitrary interventions are in fact the runs of the original network, i.e., we have
Π

(
(A1 ∩ A

Eρ|1
ρ(A1)) || . . . || (An ∩ A

Eρ|n

ρ(An))
)

= Π(A1 || . . . || An). Since by our initial assumption
there exists a ρ′ ̸|= ϕ in A1 || . . . || An, we can deduce that CFBF is fulfilled. Finally, since Eρ

is finite, it either has a minimal subset that satisfies the two criteria and hence witnesses
this direction of our claim, or Eρ itself is the desired witness. ◀

▶ Proposition 15. Given an effect ϕ and a network of timed automata An, ∅ is the (unique)
but-for cause for an effect ϕ on a run ρ of An, if and only if there exists a run η of An

with localize(ρ,An) = localize(η,An) and η ̸|= ϕ, i.e., a run with the same local traces as the
actual run, that does, however, not satisfy the effect.

Proof. Let a network An = A1 || . . . || An be given. First up, it is easy to see that whenever
∅ is a but-for cause, it is unique: No other set C ≠ ∅ can satisfy MIN, since ∅ ⊂ C and ∅
satisfies SAT and CFBF by assumption. We proceed with proving the equivalence:

“⇒ ”: Assume that ∅ is a but-for cause on some run ρ, then from CFBF it follows that
there exists a run ρ′ ∈ Π

(
(A1 ∩ A∅

ρ(A1)) || . . . || (An ∩ A∅
ρ(An))

)
such that ρ′ ̸|= ϕ. From the

definition of the counterfactual trace automaton A∅
ρ(Ai) it follows that for all components

i and for all ρi ∈ Π(Ai ∩ A∅
ρ(Ai)) we have that πρi = ρ(Ai). From the definition of the

localization function it then follows that for all ζ ∈ Π
(
(A1 ∩ A∅

ρ(A1)) || . . . || (An ∩ A∅
ρ(An))

)
we have that localize(ρ,A) = localize(ζ,A), so in particular for ρ′, which shows this direction
of the claim.

“⇐ ”: Assume there is such an η with localize(ρ,A) = localize(η,A) and η ̸|= ϕ. It is
easy to see that ∅ trivially satisfies SAT and MIN. Hence, we only need to show that
Π

(
(A1 ∩ A∅

ρ(A1)) || . . . || (An ∩ A∅
ρ(An))

)
includes η (and indeed all runs with the same
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Algorithm 2 Checking But-For Cause

Input: network A = A1 || . . . || An, run ρ, effect ϕ, set of events C
Output: “Is C a but-for cause for ϕ in ρ of A?”

1 if ρ ̸|= ϕ or C ̸⊆ Eρ then // checking SAT
2 return false
3 end
4 if (A1 ∩ AC|1

ρ(A1)) || . . . || (An ∩ AC|n

ρ(An)) |= ϕ then // checking CFBF

5 return false
6 end
7 for event e ∈ C do // checking MIN
8 C ′ := C \ {e}
9 if (A1 ∩ AC′|1

ρ(A1)) || . . . || (An ∩ AC′|n

ρ(An)) ̸|= ϕ then
10 return false
11 end
12 end
13 return true

local traces as ρ). This follows from the fact that Π(Ai ∩ A∅
ρ(Ai)) includes all runs ηi that

have the same trace as the local projection of ρ with respect to this component, i.e., all
ηi = ρ(Ai), due to the definition of A∅

ρ(Ai) and of trace intersection. By the definition of
parallel composition, we can conclude that Π

(
(A1 ∩ A∅

ρ(A1)) || . . . || (An ∩ A∅
ρ(An))

)
includes

all ρ′ with localize(ρ,A) = localize(ρ′,A), hence it also includes η, which can then serve as a
witness for ∅ satisfying CFBF, which closes this direction of the equivalence. ◀

B Algorithms and Proofs of Section 4

In this section, we give the algorithm for checking causality and detailed proofs of the
statements from Section 4. We start by proving the monotonicity properties.

▶ Lemma 22 (Cause Monotonicity). For every network of timed automaton A1 || . . . || TAn,
run ρ, and effect ϕ, we have that
1. if a set of events C fulfills SAT also every subset C′ ⊆ C fulfills SAT.
2. if a set of events C fulfills CFBF (fulfills CFAct) also every superset C′ ⊇ C fulfills

CFBF (fulfills CFAct).

Proof. We show the two statements separately:

1. Follows by the transitivity of set inclusions: If C fulfills SAT, we have that ρ |= C and ρ |=
E. Hence, C′ ⊆ C ⊆ Eρ and therefore ρ |= C′ such that also C′ fulfills SAT.

2. Let C fulfill CFBF, that is, there is a counterfactual run ρ′ of (A1 ∩AC|1
ρ(A1)) || . . . || (An ∩

AC|n

ρ(An)) with ρ ̸|= ϕ. Now notice that for C′ ⊇ C, also the transition relation of each
counterfactual trace automaton of C′ is a superset of the one of C such that we also have
Π(AC′|i

ρ(Ai)) ⊇ Π(AC|i

ρ(Ai)). Therefore, ρ′ is also a run of (A1 ∩AC′|1
ρ(A1)) || . . . || (An ∩AC′|n

ρ(An))
such that C′ fulfills CFBF. The proof for CFAct works analogously for the run in
intersection of the contingency and counterfactual trace automata.

◀



B. Finkbeiner, F. Jahn, and J. Siber 23

Algorithm 2 decides whether a given set of events forms a but-for cause. It is a straight-
forward implementation of Definition 12 of but-for causality under the use of monotonicity
for accelerating the verification of the MIN condition. Hence, we do not give a detailed
proof of correctness for Algorithm 2 and continue directly with cause computation.

▶ Theorem 23. Algorithm 1 is sound and complete, i.e., it terminates with

Compute But-For Causes(A, ρ, ϕ) = {C | C is a but-for cause for ϕ in ρ of A},

for all networks A = A1 || . . . || An and runs ρ of A satisfying an effect ϕ.

Proof. We argue for soundness (⊆) and completeness (⊇) separately:

“⊇”: Let C be a but-for cause for ϕ in ρ of A, i.e. fulfilling SAT, CFBF, MIN. We first
notice that the algorithm does then not remove C from Power (until it may be added to Ress):
C is not removed by Line 6 since the minimality of C implies that it has no subset fulfilling
CFBF; and C is not removed by Line 13 since the monotonicity of CFBF implies that it has
no superset not fulfilling CFBF. Now since C fulfills CFBF, if |C| ≤ Eρ

2 , C is added to Ress in
Line 5, if |C| > Eρ

2 it is added to Resl in Line 11 and is, in addition, not removed in the last line
as C fulfills the MIN condition. Therefore, C is returned by Compute But-For Causes(A, ρ, ϕ).

“⊆”: Let C ∈ Compute But-For Causes(A, ρ, ϕ). As for all set of events considered by the
algorithm, we have C ∈ P(Eρ) and, hence, C ⊆ Eρ such that C fulfills SAT. By definition
of the algorithm, C is only returned as a result when it was added to Ress or Resl. This,
in turn, is only the case, if (A1 ∩ AC|1

ρ(A1)) || . . . || (An ∩ AC|n

ρ(An)) ̸|= ϕ. Therefore, C fulfills
CFBF. Lastly to establish the MIN condition, we have to show that there are no proper
subsets of C that fulfill SAT and CFBF. Towards a contradiction, lets assume there are
such subsets and let C′ ⊊ C be the minimal one. Then, C′ is but-for cause and by the first
inclusion C′ ∈ Compute But-For Causes(A, ρ, ϕ). Now, if C was returned by the algorithm
since C ∈ Ress, then |C′| < |C| implies that the algorithm has considered C′ earlier. From this
point, however, C ̸∈ Power, a contradiction. If C was returned since C ∈ Resl, the filtering
in Line 17 results in a contradiction. Therefore, C is a but-for cause for ϕ in ρ of A. ◀

▶ Theorem 24. Checking and computing causes for an effect ϕ on the run ρ in a network of
timed automata A is EXPSPACE(ϕ)-complete.

Proof. Analyzing the computational compexity of Algorithms 1 and 2 shows the two prob-
lems of cause checking and computations to be solvalbe in EXPSPACE(ϕ). For showing
EXPSPACE(ϕ)-hardness, we present a reduction from the model checking problem, that is
EXPSPACE-complete [4]. We construct for a timed automaton A = (Q, q0, X,E, I, L) an
extended reduction automaton Ared := (Q ∪̇ {snew, qnew} , snew , X ∪̇ {xnew} , E′ , I ′ , L′) over
an extended set of actions Act ∪̇ {αnew, βnew} and labels AP ∪̇ {pnew} whereby snew and qnew
are fresh locations, αnew and βnew are fresh actions, xnew is a fresh clock, pnew is a fresh atomic
proposition, and we have

E′ := E ∪ {(snew,⊤, αnew, {xnew := 1}, qnew) , (qnew,⊤, αnew, ∅, qnew) , (snew,⊤, βnew, ϵ, q0)},

I ′(q) :=


I(q), q ∈ Q,
xnew ≤ 0, q = snew,

xnew ≤ 1, q = qnew,

and L′(q) :=


L(q), q ∈ Q,
{ }, q = snew,

{pnew}, q = qnew.
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That is, Ared is an extension of A that has a new initial location snew from which a
direct transition (delay of 0) to either a second new location qnew or to the initial state
of the original automaton A is enforced. This new automaton has a new run, namely
ρred := (snew, u0) 0.0−−→ αnew−−→ (qnew, u0) 1.0−−→ αnew−−→)ω fulfilling the effect ϕred := ϕ ∨ pnew.

Instances (A, ϕ) of the model checking problem are now mapped to instances of the
cause checking problem via the reduction r : (A, ϕ) 7→ (Ared, ρred, ϕred, Cred) with Cred :=
{((αnew, 1, ρ(Ared)}. Now, we have that A ̸|= ϕ iff Cred is a cause for ϕred in ρred of Ared. ◀

C Contingency Automaton

In this section, we illustrate the contingency automaton construction from Example 20. For
automaton A1, run ρ from Subsection 1.1 and its sequence of local locations loc(ρ,A1) =
init, crit, init, the location contingency automaton Aloc(ρ)

1 is depicted in Figure 4. Following
Definiton 16, the contingency automaton is constructed in the following way:

we copy the automaton |ρ(A1)| times, to encode the current step in the states (second
component of the tuple);
we redirect the transitions from the original automata (black transitions) to their target
location in the next copy;
in each step, we add contingency transitions (red transitions), allowing the location to be
reset to what it had been in the corresponding step of the original run ρ.

We can now find a counterfactual run in Aloc(ρ)
1 avoiding the critical section by taking

the contingency from (init, 1) β−→ (init, 2). That is, the location after the second transition is
reset to what it had been in the original run, namely to location init. The construction of
the clock contingency automaton works in a similar way: We allow additional transitions to
reset the clocks as they had been in the original run at the respective positions.

(init, 0)

(crit, 0)
x ≤ 3

(init, 1)

(crit, 1)
x ≤ 3

(init, 2)

(crit, 2)
x ≤ 3

β

x := 0

β

x = 3

α

x := 0

α

α

β

x := 0

β

x := 0

β

x = 3

α

x := 0

α

β

x = 3

α

x := 0 β

x := 0
β

x = 3

α

x := 0

α

β

x := 0

α

Figure 4 The contingency automaton Aloc(ρ)
1 from Example 20.
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init req

waitcrit

xi ≤ 2
id := i

xi := 0

id = 0
xi := 0

xi ≥ 2 ∧ id = i

id := 0

id = 0
xi := 0

xi ≤ 2

Figure 5 A single component automaton Ai of Fischer’s protocol network A1 || . . . || An.

D Experimental Setup and Results for Fischer’s Protocol

We report on the details in the experimental evaluation for Fischer’s protocol and the causes
identified by the tool. Fischer’s protocol is a popular real-time mutual exclusion protocol, we
depict one component Ai in Figure 5. We then test the effect ϕ := ¬ [0,∞) ¬crit1 on the
network A1 || . . . || An, i.e. that the first component reaches its critical section.

We state the tested runs and results exemplary for n = 2:

ρ1 :=
(
{init1,2}

τ1−−→
1.0
{req1, init2}

τ1−−→
1.0
{req1, init2}

τ1−−→
4.0
{wait1, init2}

τ1−−→
1.0
{crit1, init2}

τ1−−→
2.0

)ω

ρ2 :={init1,2}
τ2−−→
1.0

(
{init1, req2}

τ1−−→
1.0
{req1, req2}

τ2−−→
1.0
{req1,wait2}

τ1−−→
1.0
{wait1,wait2}

τ1−−→
3.0
{crit1,wait2}

τ1−−→
1.0
{init1,wait2}

τ2−−→
1.0

)ω

The detected causes for those two runs are reported in Table 3. As in Fischer’s protocol
only internal actions are used, the detected root causes only consist out of delay actions.
Further, since we do not encounter cases of preemption, but-for and actual causes agree on
this example. For n = 3, 4 we tested runs with the same lasso-part.

Table 3 Overview of the root causes found in the experiments for Fischer’s protocol.

Ref.ρ1: BF Causes ρ1 : Actual Causes ρ2: BF Causes ρ2 : Actual Causes

1 {(1.0, 1,A1)} {(1.0, 1,A1)} {(1.0, 1,A2)} {(1.0, 1,A2)}

2 {(4.0, 3,A1)} {(4.0, 3,A1)} {(2.0, 1,A1)} {(2.0, 1,A1)}

3 {(2.0, 2,A2)} {(2.0, 2,A2)}

4 {(2.0, 2,A1)} {(2.0, 2,A1)}

5 {(3.0, 3, A1),
(6.0, 3, A2)}

{(3.0, 3, A1),
(6.0, 3, A2)}
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