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Automata, Games, and Verification: Lecture 11

15 Parity Games

Definition 1 A parity game G = (A, ¢) consists of an arena A and a coloring function ¢ : V —
{0,..., k}. Player o wins play m if max{c(q) | q € In(m)} is even, otherwise Player 1 wins.

Assumptions:
« arena is finite or countably infinite.

» the number of colors is finite (max color k).

Example:
- — 52
\ Player o
[] Player:
m
Player o wins from S1,S3, S4, and ss. L

Theorem 1 Parity games are memoryless determined.

Proof:
Induction on k:

e k=0: Wy = V,W, = @. Memoryless winning strategy: fix arbitrary order on V.

fo(p) = min{q| (p,q) € E}.
o« k+1:

- If k + 1is even, consider player o = 0, otherwise o = 1.

- Let Wi_, be the set of positions where Player (1- ¢) has a memoryless winning
strategy. We show that Player o has a memoryless winning strategy from V \
Wis.

- Consider subgame G':

* Vo= Vo Wigs

* V=i Wig

“ E'=En(V'x V')

* c'(p)=c(p)forallpe V"



G’ is still a game:
* for pe V!, thereisaq e V \ Wi_, with (p, q) € E’, otherwise p € Wy_y;
* for pe V/ ,forallg € V with (p,q) € E, g € V \ Wi_,, hence there is a
g€ V'with (p,q) € E.
- LetCl={peV'|c(p) =i}.
- Let Y = Attr;(C,,,). (Attr': Attractor set on G')
— Let f4 be the attractor strategy on G’ into C} _.
- Consider subgame G":
* V) =ViNY;
V' =ViNY;
« EN=En(V'xV");
* " V" H{0,...,k};c"(p) =c'(p) forall pe V.
- G" is still a game.
- Induction hypothesis: G” is memoryless determined.
- Also: W/ = & (because W)” < W_,: assume Player (1 - ¢) had a winning
strategy from some position in V. Then this strategy would win in G, too,
since Player o has no chance to leave G” other than to W;_,.)

- Hence, there is a winning memoryless winning strategy fiy for player o from

V.
- We define:
Jm(p) iftpe V"
£.(p) - fa(p) ifpeY~NCi s
7 min. successorin VN W_, ifpeYnC; ;
min. successor in V otherwise.

- f, is winning for Player o on V \ W _,.
Consider a play that conforms to f,:

* Case 1: Y is visited infinitely often.
= Player o wins (inf. often even color k +1).

* Case 2: Eventually only positions in V"’ are visited.
= Since Player ¢ follows fi, Player o wins.

McNaughton’s Algorithm
McNaughton’s algorithm solves finite parity games based on the ideas from the proof.

McNaughton(G)

1. m := highest color in §

2. ifm=00r V=g
then return (V, @)

3. set ¢ to m mod 2



4. set W_,to @
5. repeat

(a) G' =G~ Attr,(c(m))
(b) (Wy, W) := McNaughton(G'")
(c) if (W, = @) then

L. W, =VN~W_,

ii. return (W,, W)
(d) Wisg := Wi_o U Attro_g) (W)
(&) = G~ Attr_gy (W)

Example: We apply McNaughton’s algorithm to the example shown earlier.

e m=3,c1(3)={s5,55},0=1

e G':i= G At ({52,855, G) = {5154, 53}
o ({s3}, {s1,54}) = McNaughton(G')

e W= @ UAttre({s3},G) = {51,355}
e Gi=GNAttrg({s3},G) = {52,584}

« G =GN Attr({5:),G) = {54}

o ({54}, @) = McNaughton(G")

o Wo={s1,83,55} U{ss}

o G:=G~ {54} = {52}

e G =G Attr({s:},G9) =@

« (@,9) = McNaughton(G'")

o« Wi=V ~{s1,53505) = {55}

o return ({s, 53,5455}, {s2})

16 Tree Automata

Binary Tree: T = {0,1}*.
Notation: Ty : set of all binary Z-trees

Definition 2 A tree automaton (over binary X-trees) is a tuple A = (S, s, M, ¢):
« S: finite set of states

. 50€S



e MCSxXEx8xS
* @: acceptance condition (Biichi, parity, .. .)
Definition 3 A run of a tree automaton A on a X-tree v is a S-tree (T, ), s.t.
o r(e) =30
« (r(9):v(q),7(q0),7(q1)) € M for all g € {0,1}"

Definition 4 A run is accepting if every branch is accepting (by ¢). A X-tree is accepted if there
exists an accepting run.
L(A) := set of accepted Z-trees.

Example: {a, b}-trees with infinitely many bs on each path.
A=(S,s0,M,c);Z={a,b};
$ = {4a> 43350 = 4a3

M = {(4a> @5 qa> 9a)> (95> 3> Ga> 9a)> (9a> b 91> v )5 (90> b> 1> Gb) }5
Biichi F = {q, ).

> -tree:
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run:




